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**1. 졸업작품에 대한 설명**

1) 스포츠 경기에서 발생하는 데이터를 통하여 팀들의 왕중왕전을 가르는 플레이오프 진출요인을 분석하는 과제입니다. 현재 프로배구에는 남·녀(7개/6개)팀으로 이루어져 있습니다. 경기는 팀당 4경기씩 6라운드를 거쳐 24경기를 치뤄 경기결과에 따라서 순위가 결정됩니다. 리그에서 결정된 순위로 상위 3개팀(3위팀과 4위팀의 승점이 3점차이 이내일 경우 4팀)이 플레이오프에 진출하여 한번 더 순위를 결정하는 시스템으로 진행되고 있습니다.

7개의 팀들의 수준이 서로 비슷하여 매 리그미다 어떤 팀이 플레이오프에 진출할지 모든 팀들이 플레이오프 진출을 위해 팀별로 전력분석 및 훈련을 진행하고 있습니다. 플레이오프에 진출에 영향을 끼치는 요인을 분석해 봄으로써 플레이오프 진출의 확률을 높이고자 하는 것이 본 프로젝트의 목표입니다.

**2. 데이터 수집**

1) 데이터 분석에 필요한 데이터는 대한배구협회에서 제공하는 시즌별 경기결과의 데이터를 수집하였습니다. 대한배구협회에서 제공하는 데이터는 총94개의 경기요인과 2007년부터 2017년까지의 10년치 데이터를 수집하였습니다. 총 남자는 67개 여자는 52개의 데이터가 수집되었습니다.

한번에 2007년도부터 2017년도까지의 데이터를 크롤링하여 하나의 데이터로 합치려고 하였으나, 중간 중간에 데이터 인터넷 연결 불안으로 인하여 1년치의 데이터를 pickle로 저장한 이후에 데이터 전처리 부분에서 10년치 데이터로 합쳤습니다.

**3. 데이터 전처리**

1) 데이터 병합 및 추가요소 추가

먼저 크롤링을 통하여 수집한 10년치 데이터를 하나로 합칩니다. 플레이오프 진출 여부를 알 수 있도록 시즌별 플레이오프 진출 여부 계산하고, 플레이오프 진출에 영향을 줄 수 있는 공격효율, 최다연승, 최다연패 요소를 계산하여 데이터를 하나로 합칠 때 추가하였습니다.

1차적으로 정리된 경기 데이터는 남자 67개 여자 52개의 경기데이터와 각각 75개의 경기요인이 정리되었습니다. 경기요인은 아래와 같습니다.

|  |  |  |
| --- | --- | --- |
| 대분류 | 개수 | 항목 |
| 종합 | 6개 | 순위/경기수/승/패/세트득실률/점수득실률 |
| 득점 | 4개 | 공격/블로킹/서브/득점 |
| 공격 | 6개 | 시도/성공/공격차단/범실/성공률/효율 |
| 오픈공격 | 5개 | 시도/성공/공격차단/범실/성공률 |
| 시간차공격 | 5개 | “ |
| 이동공격 | 5개 | “ |
| 후위공격 | 5개 | “ |
| 속공 | 5개 | “ |
| 퀵오픈 | 5개 | “ |
| 서브 | 4개 | 시도/성공/범실/세트당평균 |
| 블로킹 | 7개 | 시도/성공/유효블락/실패/범실/어시스트/세트당평균 |
| 디그 | 5개 | 시도/성공/실패/범실/세트당평균 |
| 세트 | 4개 | 시도/성공/범실/세트당평균 |
| 리시브 | 4개 | 시도/정확/범실/세트당평균 |
| 기타 | 5개 | 벌칙/범실/최다연승/최다연패/플레이오프진출 |

2) 데이터 축소

데이터 차원을 줄이는 방법은 특징선택(feature selection)과 특징추출(feature extraction) 두 가지 방법이 있습니다.

특징 선택의 목적은 모든 특징의 부분 집합을 선택해서 간결한 특징 집합을 만드는 것이다. 플레이오프 결과 예측에 영향이 없다고 생각하는 요인과 적대적으로 영향을 끼치는 요인, 중복적으로 수집된 요인을 제거할 수 있다. 이와 같이 원본 데이터에서 불필요한 불필요한 특징들을 제거하는것을 특징선택이라고 한다.

특징 추출은 원본 특징들의 조합으로 새로운 특징을 생성하는 것입니다. 가장 유명한 방법이 주성분분석이 있으며, 데이터들을 가장 잘 설명할 수 있는 주축을 찾아 해당 데이터들을 그 직선에 투영시키는 것입니다.

이번 데이터 분석에서는 특징선택을 이용하여 데이터 축소를 진행하도록 하겠습니다.

2-1) 데이터 제거

플레이오프 진출에 있어서 모든 팀이 비슷한 경기요인과 절대적으로 영향을 주는 요인을 제거합니다.

모든 팀이 동일한 경기요인은 : ‘경기수’, ‘벌칙’

절대적인 영향을 끼치는 ‘순위’, ’승’, ’패’, ’세트득실률’, ’점수득실률’

또한 득점 카테고리가 공격, 블로킹, 서브로 얻은 득점이므로 중복 데이터이며 득점은 3개의 파트의 총 합이므로 득점파트를 제거합니다.

위의 데이터를 제거한 이후에도 64개의 경기요인이 남습니다. 여전히 경기요인의 개수가 데이터의 개수보다 많으므로 경기요인을 더 줄여야 합니다.

64개의 데이터에서 배구 경기의 중요한 요소인 서브/리시브/공격/블로킹/연승결과 데이터로 축소하여 16개 요인으로 축소하였다.

**4. 데이터 예측**

프로배구 플레이오프 진출 여부에 관하여 분석할 기법은 지도학습 기반의 분류 알고리즘을 통하여 플레이오프 진출 여부에 대해서 예측하고 그에 따른 속성의 가중치를 확인하는 방법으로 진행할것이다.

분류 알고리즘의 종류는 아래와 같이 있습니다.

* Boosted Trees
* Decision Tree
* K-Nearest Neighbor(KNN)
* Naïve Bayesian Theorem
* Neural Network
* Linear Regression
* Logistic Regression
* Random Forest
* Support Vector Machine(SVM)

위 알고리즘들 중 Decision Tree, Logistic Regression, Random Forest, Support Vector Machine을 사용하였다.

Decision tree 알고리즘은 의사결정나무의 분류모형을 따라 결과를 도출하는 알고리즘이다. 의사결정나무 모델은 2개의 셋으로 나눔으로써 데이터들을 분류하고, 잎세 노드에서 분류에 대한 결과를 보여줌으로써 인풋으로 들어온 데이터에 대한 결과를 도출해 낸다. 16개의 경기요인을 Decision tree 알고리즘을 통하여 플레이오프 진출 예측 모델을 만들고 그 모델에 따라서 진출여부를 예측하고 모델에 사용된 경기요인을 통하여 플레이오프 진출에 영향을 끼치는 요인을 확인할 수 있습니다.

Logistic regression은 다양한 입력변수들을 sigmoid함수값을 이용하여 이분법의 결과값을 도출하는 알고리즘입니다. Sigmoid 함수를 통하여 나온 odd 값을 일정 값 이상일 경우 1을 미만일 경우 0을 도출하도록 분류하여 2항분류를 도출할 수 있습니다. 스포츠경기에서 여러가지 변수값을 가지고 sigmoid함수에 대입하여 계산한 후 일정 odd값을 기준으로 하여 플레이오프 진출여부를 확인할 수 있으며, sigmoid함수에 계산될 때 곱해지는 theta값을 통하여 입력변수들의 가중치를 확인할 수 있습니다.

Support Vector Machine은 지도학습의 한 방법으로써 데이터를 분석하고 패턴을 파악하여 분류분석을 할 수 있는 개념이다. Decision tree처럼 예제는 여러 개의 vector로 이루어져 있어서 이것은 Rn차원이다. SVM은 데이터 들을 가장 큰 마진을 갖도록 분류하는 hyperplane을 찾는 것이다. Hyperplane를 기준으로 데이터는 2개의 class로 나뉘어진다. 이 Hyperplane을 일정 거리에 위치한 training-data들의 vector을 support vector라고 하며 support vector와 hyperplane간의 거리가 커야 새로 들어온 데이터에 대한 에러확률이 줄어든다. SVM은 선형분리가 되지 않는 데이터에 대해서는 더 높은 차원으로 매핑하여 데이터를 쉽게 분리할 수 있는 hyperplane을 찾아 데이터를 분리하기에 데이터 분류 알고리즘 중에서는 가장 많이 쓰이는 알고리즘으로 알려져 있다. 플레이오프 진출과 미진출로 2개의 계층값으로 결과가 나와야 하는 이번 연구와 hyperplane값을 통하여 경기요인의 가중치를 확인해 볼 수 있음으로써 본 연구를 위한 적절한 알고리즘으로 판단된다.

Random\_forest는 무작위로 변수들을 추출하여, 의사결정나무를 만들고, 만들어진 의사결정나무들로 테스트 데이터 예측하여 가장 많이 나온 결과를 투표를 통하여 도출하는 알고리즘이다. 기존의 의사결정나무는 한번 분기할 때 엔트로피가 낮아지도록 하는 변수를 선택하여 분기 시킨다. 하지만 이때 트레이닝 데이터에 대해 과적합이 발생하여 새로 들어온 테스트 데이터에 대해서는 예측률이 감소할 수 있게 된다. 따라서 전체의 변수들 중에서 임의의 변수를 랜덤하게 추출하여 의사결정나무를 만든다. 이렇게 만들어진 의사결정나무에 테스트 데이터를 넣고 가장 많이 나온 결과를 반환하는 알고리즘이다. 의사결정나무 모델은 모든 변수를 예측에 사용하면 과적합이 발생하여 테스트 데이터에 대한 예측률이 감소하고, 모든 변수를 사용하지 않으면 해당 변수에 대한 가중치를 알기 힘들다. 따라서 최대한 많은 변수들을 사용하여 의사결정모델을 만들고 그 모델들을 사용하여 테스트 데이터의 결과값을 앙상블기법을 통해 도출함으로써 예측률도 상승시켜 예측률과 변수 가중치를 얻는데 있어서 적절한 방법이라고 할 수 있다.